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Abstract: Federated learning (FL), a cutting-edge distributed machine learning training paradigm, aims to generate a global model by collaborating on the training of client models without revealing local private data. The co-occurrence of non-independent and identically distributed (non-IID) and long-tailed distribution in FL is one challenge that substantially degrades aggregate performance. In this paper, we present a corresponding solution called federated dual-decoupling via model and logit calibration (FedDDC) for non-IID and long-tailed distributions. The model is characterized by three aspects. First, we decouple the global model into the feature extractor and the classifier to fine-tune the components affected by the joint problem. For the biased feature extractor, we propose a client confidence re-weighting scheme to assist calibration, which assigns optimal weights to each client. For the biased classifier, we apply the classifier re-balancing method for fine-tuning. Then, we calibrate and integrate the client confidence re-weighted logits with the re-balanced logits to obtain the unbiased logits. Finally, we use decoupled knowledge distillation for the first time in the joint problem to enhance the accuracy of the global model by extracting the knowledge of the unbiased model. Numerous experiments demonstrate that on non-IID and long-tailed data in FL, our approach outperforms state-of-the-art methods.
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1 Introduction

An efficient distributed learning framework that addresses the issue of data silos without disclosing local private data is federated learning (FL). Classical FL, represented by the federated averaging (FedAvg) algorithm (McMahan et al., 2017), aggregates the local model uploaded by clients on the server side to produce a more comprehensive global model. Specifically, FL is divided into two steps—local training and global aggregation. During local training, the selected active clients update the global model downloaded from the server with their private data. The server then aggregates all uploaded local models using the FedAvg algorithm to regenerate the global model. This iterative process continues until the model converges. During the above process, only the parameters of the model are transmitted between the clients and the server. FL serves as an effective communication and privacy-preserving framework, demonstrating its ability to revolutionize real-world applications, including recommendation (Jalalirad et al., 2019; Tan et al., 2020), natural language processing (Jiang et al., 2021a), and medical treatment (Choudhury et al., 2019).

Along with its promising prospect, FL faces two data distribution scenarios that significantly affect its performance in the actual world. One scenario involves local data samples from different clients.
that are non-independent and identically distributed (non-IID). The other important scenario is characterized by the global data distribution showing a long-tailed distribution, where both the number and the quality of the head classes severely outperform those of the tail classes. According to Wang LX et al. (2021), directly using the FedAvg algorithm on such non-IID and long-tailed data will seriously affect the accuracy of the aggregated model and skew the model heavily towards the head classes. As a result, dealing with non-IID and long-tailed data in FL is an extremely complicated and challenging task.

According to some recent studies (Li X et al., 2020; Zhao Y et al., 2022), using non-IID data for training models in FL can seriously impair the accuracy of the global model or potentially disrupt model convergence. Non-IID data not only create divergence in the distribution of the local and global data, but also lead to inconsistent local objective function and global optimization direction. To address the non-IID problem, a number of strategies have been put forth. These strategies are divided into two complementary perspectives. One perspective is to focus on local training by adding various regularization terms to prevent the local model from deviating too much from the global model (Karimireddy et al., 2020; Li T et al., 2020; Wang JY et al., 2020). The other perspective is to mitigate the impact of data heterogeneity by improving the model aggregation mechanism, such as using knowledge distillation (KD) (Li DL and Wang, 2019; Zhu et al., 2021), ensemble model (Lin T et al., 2020; Chen HY and Chao, 2021), and shared data (Fang and Ye, 2022). The most cutting-edge works (Li XC and Zhan, 2021; Luo et al., 2021) analyzed the reasons for performance degradation of FL on heterogeneous data in the structure of deep neural networks. Since the last classification layer is particularly vulnerable to non-IID distribution changes, the unintended consequences of biased classifiers on deep neural networks can be catastrophic. Long-tailed distribution revealed by global data is also problematic in our scenario.

In the actual world, data belonging to the head classes constitute a great proportion of the population, while data from the tail classes, generated by uncommon events, are scarce (He HB and Garcia, 2009). This particular class imbalance distribution has been defined as long-tailed distribution by researchers (Shen ZB et al., 2022). The effect of long-tailed distribution in FL setting is even more catastrophic, since a class that is a minority locally can actually be a majority class globally. Most of the early studies on long-tailed distribution followed the imbalanced learning method and focused on learning one-stage models, e.g., balanced sampling (Han et al., 2005; Pouyanfar et al., 2018) and re-weighting (Cui et al., 2019; Huang et al., 2020; Zhang et al., 2021; Alshammari et al., 2022). Nevertheless, it is difficult to use these methods directly in FL with long-tailed distribution because they require global class distribution. A few research works (Wang LX et al., 2021; Shen ZB et al., 2022) have recently started to concentrate on the class imbalance issue in FL. Although such approaches alleviate the joint problem to some extent, they often neglect the impact of inconsistency between local data and global data on the model. Solutions to both non-IID and long-tailed distribution are extremely concerned about the performance of the classifier. The reason is that the bottom layers of neural networks are used to extract features in cases where most objects have similar characteristics, whereas the topmost layer is used for the most specific tasks (Li XC and Zhan, 2021). However, the feature extractor, which is the main part of the model, has received little attention. Decoupling the training process into representation learning and classifier re-training is one of the most recent developments in long-tailed learning (Kang et al., 2020). That is, both the representation learning of the feature extractor and the decision boundary of the classifier deserve attention.

In this paper, we present federated dual-decoupling via model and logit calibration (FedDDC), a novel solution for addressing the joint issue of non-IID and long-tailed distribution in FL, inspired by the concept of decoupling learning. Our approach involves decoupling the global model into the feature extractor and classifier. Since aggregating a well-performing global model in our scenario is extremely difficult, we focus on learning a better representation by calibrating the feature extractors and shifting decision boundaries by adjusting the classifier. Specifically, we propose a new re-weighting method, namely, target-loss confidence re-weighting (TLCR), to calibrate the feature extractors, on one hand, and use classifier re-balancing (cRB) to adjust the biased classifier on the other hand. To integrate
and calibrate the models, we devise a useful strategy considering the diversity of models trained on non-IID data and the scarcity of tail classes in the long-tailed distribution. For this purpose, we introduce an adaptive calibration function that uses a nonlinear layer to balance the output logits from different models. Finally, we decouple not only the structure but also the output of the model. Since the ensemble logits contain both target class knowledge and non-target class knowledge, we use the latest decoupled KD in the joint problem for the first time to effectively distill knowledge from the ensemble model to the global model. The main contributions of this work are as follows:

1. We propose an FL framework, the FedDDC, which studies FL problems based on non-IID and long-tailed data from the perspectives of decoupling model and knowledge.

2. We propose a novel confidence-weighting method that efficiently reassigns the weights for each client through the loss of the client model and the logits of the target class.

3. We validate the proposed approach in a variety of contexts with different degrees of non-IID-ness and imbalance factors. According to the results of the experiments, FedDDC routinely outperforms state-of-the-art FL methods in terms of performance.

2 Related works

2.1 FL with non-IID data

The well-known aggregation method in FL, FedAvg, often suffers from severe accuracy degradation when the data are of the non-IID type. To address the non-IID challenge in FL, a variety of solutions have been put forward. Some approaches rely on shared data (Fang and Ye, 2022), lifelong learning (Shoham et al., 2019), or the ensemble method (Lin T et al., 2020; Chen HY and Chao, 2021) to reduce the influence of non-IID-ness on the server. A popular method is adding regularization terms during local training (Karimireddy et al., 2020; Yu et al., 2020). FedProx (Li T et al., 2020) introduces a proximal term and limits too much divergence between the local and global model parameters. Taking advantage of KD (Li DL and Wang, 2019; Chen HY and Chao, 2021) is a better solution to adapt to the new task. Hinton et al. (2015) initially put out the concept of KD. KD aims to extract knowledge by distillation from a pre-trained network (i.e., teacher) to a network that requires training (i.e., student). Based on this foundation, KD is introduced to FL for knowledge transfer between clients and servers. For example, the federated distillation fusion (FedDF) (Lin T et al., 2020) improves model aggregation efficiency by using the aggregation model in FedAvg as the student model and performing ensemble distillation to capture knowledge from all client–teacher models. Recently, some works (Fallah et al., 2020; Lee et al., 2022) have focused on personalized FL (PFL). FedPHP (Li XC et al., 2021) advocates that hard-won personalized models should be rationally exploited, and proposes the concept of “inHerited Private Model” to retain the historical valuable personalization knowledge in FL. Additionally, there has been a lot of discussion in the academic community on how non-IID data may affect the structure of deep neural networks. Luo et al. (2021) found that the classifier layer in the classifier calibration with virtual representation (CCVR) deviates more than the other layers by analyzing the impact of non-IID data on each layer of a deep classification model. By re-training the classifier with virtual features taken from an approximated Gaussian mixture model, CCVR improves the performance of the global model. Federated learning with restricted softmax (FedRS) (Li XC and Zhan, 2021) states that the softmax classification layer is more susceptible to non-IID. FedRS uses restricted softmax in local processes to provide more precise updates. Although these techniques somewhat address the issue of non-IID data, they still fall short when the distribution to each client is of the long-tailed type.

2.2 Long-tailed learning

According to the research of Chen ZH et al. (2022), we divide long-tailed learning into centralized long-tailed learning and federated long-tailed learning.

2.2.1 Centralized long-tailed learning

The two primary approaches used in early centralized long-tailed learning are re-sampling and re-weighting. The data re-sampling strategy performs balanced sampling of the training data to address the imbalance of cross-class data, such as
undersampling (Pouyanfar et al., 2018) for the head classes and oversampling (Han et al., 2005) for the tail classes. The latest research by Bai et al. (2023) used out-of-distribution data in the contrastive with out-of-distribution data for long-tail learning (COLT) to dynamically re-balance the feature space to address the problem of long-tailed distribution in self-supervised learning. Re-weighting techniques (Zhang et al., 2021; Alshammarri et al., 2022) give each class, or even training sample, a variable weight with the goal of modifying their gradients. Recent approaches decouple the representation learning and classifier learning phases (Kang et al., 2020) rather than training them simultaneously. For example, Zhou et al. (2020) proposed a two-branch Siamese model, named bilateral-branch network (BBN), in which the weights between features from the instance-balanced sampling branch and the reversed sampling branch were dynamically allocated. However, since the global class distribution is required by the majority of methods, this behavior violates the privacy rules in FL. Therefore, a large number of long-tailed learning approaches are not appropriate for FL scenarios.

2.2.2 Federated long-tailed learning

Recently, due to the widespread use of FL in the machine learning field, several studies (Wang LX et al., 2021; Shen YH et al., 2023) focused on the class imbalance problem in FL. For example, Shen ZB et al. (2022) proposed an agnostic constrained learning formulation, named class imbalance federated learning (CLIMB), to achieve client-level re-weighting by providing more weights on the server for clients with large local training losses. Fed-Focal Loss (Sarkar et al., 2020) directly uses focal loss (Lin TY et al., 2017) in local training, which is more focused on sample difficulty. The latest discovery is that heterogeneous data in FL cause learning difficulties due to inconsistent sample’s posterior probabilities. By using probability-corrected softmax instead of softmax in the training process, Lan et al. (2022) proposed probabilistic-correction losses to align the outputs of different local models and accelerate convergence using pre-determined prototypes. However, long-tailed distribution is an extreme class imbalance with severely missing tail classes. Therefore, the above methods may perform poorly in the presence of both non-IID and long-tailed data. Most recently, the classifier re-training with federated features (CReFF) (Shang et al., 2022a) suggests that the classifier is re-trained using a set of pseudo features generated on the server. Based on CReFF, Yang et al. (2023) further improved the accuracy by integrating the real data of clients with global gradient prototypes. Zeng et al. (2023) analyzed a global objective gap between global and local re-balance strategies in the label-distribution-agnostic ensemble (LDAE). Nevertheless, they failed to recognize the significance of representation learning during the training process. The work most similar to ours is the federated ensemble distillation with imbalance calibration (FEDIC) (Shang et al., 2022b). In contrast to FEDIC, we increase the prediction accuracy by decoupling the global model and the knowledge without additional unlabeled datasets.

3 Preliminaries

3.1 Problem definition and notation

Under the non-IID and long-tailed distribution of FL setting, we consider a typical FL system with \( K \) clients and one server. \( K \) clients are associated with \( K \) datasets \( D^1, D^2, ..., D^K \), where \( D^k \) denotes that the dataset of client \( k \) is of the non-IID type and accessible only by the respective client. Formally, the \( k^{th} \) client has a local dataset \( D^k = \{(x_i^k, y_i^k)\}_{i=1}^{N_k} \) with \( N_k \) samples, where \( y_i^k \in \{1, 2, ..., C\} \) and \( C \) is the number of classes. Without having access to any local data, our goal is to learn a global model on the server over the union of all these datasets \( D \triangleq \bigcup_{k \leq K} D^k \). However, in our scenario, \( D \) is drawn from a long-tailed distribution; \( n_c^k \) is defined as the number of samples of class \( c \) on client \( k \), and \( n_c = \sum_{c=1}^{C} n_c^k \). Referring to the common assumption of general long-tailed learning (Shang et al., 2022a), descending cardinal order is used to arrange the classes, i.e., if \( c_1 < c_2 \), then \( n_{c_1} \geq n_{c_2} \). In addition, in the long-tailed setting, we must ensure that the header class is much larger than the tail class, i.e., \( n_1 \gg n_C \). In general, a deep neural network \( \phi_{w} \) with the parameter \( w \) works as the model in FL. Specifically, the deep neural network \( \phi_{w} \) usually contains the feature extractor \( f_{w} \) and the classifier \( h_{w} \).

Generally, the last classification layer in the neural network is selected as the classifier, and its output logits represent the confidence score for each class.
Furthermore, the $k^{th}$ client model is denoted as $\phi_{w_k}$ with parameters $w_k$. In short, we need to compute a set of optimal model parameters $w_k$.

### 3.2 FedAvg algorithm

FedAvg (McMahan et al., 2017) is the basic algorithm of FL. For each communication round $t$, the global model $w_k$ is sent to the clients by the server. The clients load the received global model $w_k = w_k$. Then, the clients update their local model $w_k$ with local dataset $D_k$, $k \in \{1, 2, \cdots, K\}$:

$$w_{k}^{t+1} = w_{k}^{t} - \eta \nabla_{w_{k}} L(w_{k}^{t-1}; D_k),$$

where $\eta$ is the learning rate and $L$ is the cross-entropy loss. Subsequently, the server randomly selects $m$ ($m < K$) clients to upload their updated models. In this round, we define the set of selected client models as $S^t$. The server updates the global model by using the weighted-average method:

$$w_{k}^{t+1} = \frac{1}{|S^t|} \sum_{k \in S^t} \frac{|D_k|}{|D^t|} w_{k}^{t}.$$ (2)

### 4 Propose method

Despite the fact that FedAvg assists the distributed training paradigm, the overall accuracy is severely degraded in FL for non-IID and long-tailed distribution. In addition, compared to the head class, the accuracy of the tail class is substantially lower. So, we propose the decoupled FL to decouple the global model into the feature extractor and the classifier. We specifically suggest a client confidence re-weighting method to calibrate the biased feature extractor. At the same time, in the other perspective, we use a cRB scheme to adjust the biased classifier. However, the generalization performance of the aggregated global model on the tail class is poor when the number of tail classes is small. Therefore, we propose an ensemble calibration method to weigh the output of the two perspectives. Finally, we use logits-based ensemble distillation to distill unbiased knowledge from the calibrated ensemble model to the global model. Furthermore, due to the varying degrees of imbalance between the server and the clients, we follow the recommendation of Jiang et al. (2021b) to use a modest public dataset $D^0 = \{(x_i^0, y_i^0)\}_{i=1}^{N_0}$ on the server. Note that there is no data sharing or transmission in our problem scenario and that all data are separately acquired by the server. The architecture of FedDDC is shown in Fig. 1.

### 4.1 Decoupled FL

#### 4.1.1 TLCR method

The local training model will deviate much from the global goal because of the difference in the distribution of local and global data. The global model generated by direct aggregation may become inaccurate, resulting in poor aggregation performance (Li, Zhan, 2021). Hence, we propose the TLCR method to reduce the detrimental effects of non-IID and long-tailed distribution and calibrate the biased feature extractor during the aggregation phase. TLCR personalizes the weighting for each client to minimize the influence of biased models. To understand the performance of each client on each class and obtain the consistency goal, we calculate the cross-entropy loss $L_{CE}(w_k; D^0)$ between the prediction output of the local model $w_k$ on $D^0$ and the ground-truth label. A lower cross-entropy loss $L_{CE}(w_k^i; D^0)$ indicates a more confident client $k$ about how well the data sample $x_i^0$ performs, and vice versa. Thus, we give more weights to low-loss client models than to high-loss client models. Formally, we set the loss confidence on the public dataset $D^0$ for each selected client, expressed as follows:

$$P_k^t(D^0) = \frac{1}{L_{CE}^{k,t}(w_k^i; D^0)},$$ (3)

where $L_{CE}^{k,t}(w_k^i; D^0)$ denotes the loss function that is minimized in this step. The cross-entropy loss $L_{CE}(w_k^i; D^0)$ in the $t^{th}$ communication round at the $k^{th}$ client on $D^0$ is calculated as follows:

$$L_{CE}(w_k^i; D^0) = \sum_{i=1}^{N_0} \sum_{c=1}^{C} I(y_i = c) \log(p_{i,c}^{k,t}),$$ (4)

where $I(\cdot)$ is the indication function. The predicted distribution of scores for each class is defined by the softmax function:

$$p_{i,c}^{k,t} = \frac{\exp(z_{i,c}^{k,t})}{\sum_{j=1}^{C} \exp(z_{i,j}^{k,t})}.$$ (5)

We formulaically express the prediction model $\phi_{\theta_{w_k}}$ of the $k^{th}$ client as $F(\cdot|w_k^i)$. Therefore, the
In each round, clients send updated local models to the server, and the server sends the aggregated global model to the clients. In the decoupled federated learning, target-loss confidence re-weighting (TLCR) and classifier re-balancing (cRB) are adopted to calibrate the biased feature extractor and the biased classifier, respectively. Here, $w_{cr}$ is the model with the unbiased classifier.

Scores $z_{k,t}^{i,c}$ of each output class from each model are defined as follows:

$$z_{k,t}^{i,c} = F(x_i^t | w_k^c). \quad (6)$$

To maximally quantify the confidence of each client on different classes, we calculate the logits of each sample corresponding to the target class. Specifically, the target confidence of each client on each sample is represented by the sum of the sample target logits:

$$U_{k}^{t} (D^0) = \sum_{i=1}^{N_0} \sum_{c=y_i} z_{k,t}^{i,c}, \quad (7)$$

where $z_{k,t}^{i,c}$ indicates the predicted value of the $c$-th class of the $k$-th client on the public dataset $D^0$ in round $t$.

The goal of target confidence is to obtain the logit that matches the ground-truth label class. By considering both loss and target confidence, the $k$-th client confidence in round $t$ can be defined as

$$R_{k}^{t} = P_{k}^{t} (D^0) U_{k}^{t} (D^0). \quad (8)$$

It measures the confidence for each client separately by quantifying the loss magnitude and the target score on the public dataset. Then, we re-weight the clients according to their level of confidence so that the global model can learn more from confident clients and less from unconfident clients. The weight given to the $k$-th client in round $t$ is determined by the client confidence $Q_{k}^{t}$, which is demonstrated as follows:

$$Q_{k}^{t} = \frac{\exp(R_{k}^{t})}{\sum_{k=1}^{K} \exp(R_{k}^{t})}. \quad (9)$$

The above weighted regularization can minimize the influence of non-IID and long-tailed distribution. With the help of TLCR, we dynamically assign weights to the model learned by the client in each round, resulting in an aggregated model with the unbiased feature extractor, as follows:

$$w_{tl}^{t} = \sum_{k=1}^{K} Q_{k}^{t} w_{k}^{t}. \quad (10)$$

### 4.1.2 cRB scheme

A large number of studies (Li XC and Zhan, 2021; Luo et al., 2021) show that the biased classifier has the greatest influence on deep neural networks. With the idea of decoupling learning (Kang et al., 2020), we use the method of cRB to obtain the unbiased classifier. Thus, we suggest retraining the biased classifier. Specifically, we re-balance the...
FedAvg model $w^t_g$ on the public dataset $D^0$ to produce a model with an unbiased classifier:

$$w^t_{cr} \leftarrow w^t_g - \eta \nabla_{w^t_g} L(w^t_g; D^0).$$  \hspace{1cm} (11)

Since $D^0$ is balanced, $w^t_{cr}$ obtains an unbiased classifier through re-training.

With the help of TLCR and cRB, we obtain the unbiased feature extractor and the unbiased classifier. However, the above method still does not work well when the long-tailed distribution has a fairly small number of tail classes.

### 4.2 Ensemble calibration

We propose an ensemble calibration approach based on logit and feature to mitigate the negative effects of a very limited number of tail classes. The study of Zhao BR et al. (2022) shows that logits have a higher semantic level than deep features. Thus, for convenience, the two models derived from decoupled FL need to be adjusted to the logit form.

In the above method, while confidence based on TLCR can yield a more reliable consensus from the clients, data imbalances across the participating models are less resolved. We use the class-wise logit adjustment (Shang et al., 2022b) to further enhance the logits of the tail classes by learnable parameters $a_z, b_z \in \mathbb{R}^C$. Thus, the calibrated logits $z^t_{0i}$ after linear transformation on each class are defined as follows:

$$z^t_{0i} = a_z \cdot F(x^0_i | w^t_{0i}) + b_z. \hspace{1cm} (12)$$

The logits of the re-balanced model may then be calculated using the following formula:

$$z^t_{cr} = F(x^0_i | w^t_{cr}). \hspace{1cm} (13)$$

The logits $z^t_{0i}$ and $z^t_{cr}$ have been adjusted to take into account the non-IID and long-tailed distribution coming from different sources. That is, $z^t_{0i}$ are generated based on confidence re-weighting and have an unbiased feature extractor, while $z^t_{cr}$ are based on cRB and have an unbiased classifier.

Although these two models can categorize objects accurately to a certain extent, the prediction results of the ensemble model are more reliable than those of a single model (Lin T et al., 2020). Thus, inspired by Zhang et al. (2021), we propose an adaptive calibration function based on logits and features to control the trade-off between $z^t_{0i}$ and $z^t_{cr}$, so as to achieve ensemble calibration. Specifically, we define a calibration function $\sigma(x)$ to adaptively combine $z^t_{0i}$ and $z^t_{cr}$:

$$z^t_{cr} = \sigma(x) z^t_{0i} + (1 - \sigma(x)) z^t_{cr}, \hspace{1cm} (14)$$

where $x$ is $x^0_i \in D^0$ in our setting. The calibration function $\sigma(x)$ is formulated as follows:

$$\sigma(x) = \text{sigmoid}(v^T g(x)). \hspace{1cm} (15)$$

Here $g(x)$ is composed of the feature ensemble and the re-trained feature, and $v \in \mathbb{R}^d$ is a learnable parameter. Thus, $g(x)$ can be expressed as follows:

$$g(x) = \frac{1}{|S'|} \sum_{k \in S'} f_{w^k_c}(x) f_{w^k_{0i}}(x), \hspace{1cm} (16)$$

where $|S'|$ stands for the total number of clients selected in each round.

### 4.3 Logits-based ensemble distillation

Although the ensemble model with better performance is obtained with the help of global ensemble calibration, the global model does not get any knowledge from the calibrated ensemble model. Therefore, we suggest using KD (Hinton et al., 2015) to distill knowledge from the teacher model (i.e., the calibrated ensemble model) to the student model (i.e., the global model). However, the essence of the calibrated ensemble model is the ensemble logits obtained by calibration and adjustment based on the class scores of the model output, which limits most methods in KD. To extract knowledge from the teacher model to the student model as fully and efficiently as possible, we propose logits-based ensemble distillation inspired by decoupled KD (DKD) (Zhao BR et al., 2022). As far as we know, this is the first application of DKD to non-IID and long-tailed distribution in FL. We re-formulate the classical KD loss into two parts. Specifically, we define the binary probabilities $b^t = [p^t_c, p^t_{c-1}, ..., p^t_{c+k}] \in \mathbb{R}^C$ of the target class ($p^t_c$) and all other non-target classes ($p^t_{c+k}$) to segregate the predictions relevant and irrelevant to the target class:

$$p^t_c = \frac{\exp(z^t_{0c})}{\sum_{j=1}^C z^t_{0j}}, \hspace{1cm} p^t_{c+k} = \frac{\sum_{j=1, j \neq c} C \exp(z^t_{0j})}{\sum_{j=1}^C z^t_{0j}}. \hspace{1cm} (17)$$

We define $\tilde{p}^t = [\tilde{p}^t_c, \tilde{p}^t_{c-1}, ..., \tilde{p}^t_{C+k}] \in \mathbb{R}^{C-1}$ to model the probabilities without considering the $c^{th}$ class:

$$\tilde{p}^t_c = \frac{\exp(z^t_{0c})}{\sum_{j=1, j \neq c} C \exp(z^t_{0j})}. \hspace{1cm} (18)$$
The traditional KD using Kullback–Leibler (KL) divergence (i.e., $KL(p_T \| p_S)$, where T and S represent teacher and student, respectively) as a loss function is described by the following expression:

$$
KD = p_{T,c} \log \left( \frac{p_{T,c}}{p_{S,c}} \right) + \sum_{i=1}^{C} p_{T,i} \log \left( \frac{p_{T,i}}{p_{S,i}} \right).
$$

(19)

According to Eqs. (18) and (19), we have $p_T^c = p_T^c / p_S^c$; so, we can rewrite Eq. (19) as follows:

$$
KD = p_{T,c} \log \left( \frac{p_{T,c}}{p_{S,c}} \right) + p_{T,i} \log \left( \frac{p_{T,i}}{p_{S,i}} \right) + KL(b_T^c || b_S^c) + KL(b_T^i || b_S^i),
$$

(20)

where $KL(b_T^c || b_S^c)$ refers to the degree of similarity between teacher’s and student’s binary probabilities of the target class, named target class KD (TCKD). $KL(b_T^c || b_S^c)$ stands for the degree of similarity between teacher’s and student’s probabilities among non-target classes, named non-target class KD (NCKD). According to Zhao BR et al. (2022), the expression for KD is rewritten as DKD. Specifically, we introduce two hyperparameters $\alpha$ and $\beta$ as the weights for TCKD and NCKD, respectively. The following is a definition of the DKD loss function:

$$
DKD = \alpha TCKD + \beta NCKD.
$$

(21)

According to Hinton et al. (2015), we construct a KD formula with two loss components: (1) $L_{CE}$ is the cross-entropy loss between the ground model and the ground-truth label; (2) $L_{DKD}$ is the DKD loss between the calibrated ensemble model and the global model. Thus, the global loss with hyperparameter $\lambda \in [0, 1]$ can be defined as follows:

$$
L_{Global} = \lambda L_{CE} + (1 - \lambda) L_{DKD}.
$$

(22)

Finally, the global model extracts knowledge based on the ensemble logits $z_{ec}^i$ and the public dataset $D^0$. Specifically, the model parameters are updated as follows:

$$
w_{g}^i \leftarrow w_{g}^i - \eta \nabla \log L_{Global} (z_{ec}^i | w_g^i; D^0).$$

(23)

These procedures are iterated for a finite number of rounds. The overall procedures are summarized in Algorithm 1.

**Algorithm 1 Training process of FedDDC**

**Input:** Initialized global model $w_0^g$, public dataset $D^0$, number of steps $I$ for decoupled federated learning, number of steps $J$ for logits-based ensemble distillation, number of communication rounds $T$

**Output:** Global model $w_T^g$ on round $T$

1: for $t = 1$ to $T$
   2: Randomly select a set of active clients $S^t$
   3: for $k \in S^t$
      4: Update local model $w_i^k$ using Eq. (1)
      5: Send $w_i^k$ to the server
   6: end for
   7: Aggregate local models to $w_i^{cr}$ using Eq. (2)
   8: for $i = 1$ to $I$
      9: Aggregate re-weighting models to $w_i^{cr}$ using Eq. (10)
     10: Re-balance the model of $w_i^{cr}$ to $w_i^s$ using Eq. (11)
    11: end for
   12: Compute decoupled federated learning outputs $z_i^t$ and $z_i^{cr}$ using Eqs. (12) and (13), respectively
   13: Compute ensemble logits $z_{ec}^i$ using Eq. (14)
   14: for $j = 1$ to $J$
      15: Extract ensemble knowledge $z_{ec}^i$ to the global model $w_{g}^i$ using Eq. (23)
   16: end for
   17: Send $w_i^s$ to clients
   18: end for

5 Experiments

5.1 Experimental settings

5.1.1 Datasets

We validate our method with three widely used image classification benchmarks: MNIST (Le-cun et al., 1998), CIFAR-10, and CIFAR-100 (Krizhevsky, 2009). MNIST is a 10-class dataset for image classification of handwritten digits. The data samples in MNIST are 28×28 single-channel images. CIFAR-10 consists of 60 000 32×32 color images in 10 classes, with 6000 images per class. CIFAR-100 consists of 60 000 32×32 color images in 100 classes, with 600 images per class. Note that the 100 classes in CIFAR-100 are grouped into 20 superclasses. The three datasets have different recognition difficulties: MNIST is the least semantically complicated and is
relatively straightforward; CIFAR-10 is more challenging as it has more semantic gaps; CIFAR-100 has the most complex composition and is the most difficult to recognize. In the following, we show how to simulate non-IID and long-tailed versions of these three datasets in FL.

5.1.2 Non-IID data

To simulate a non-IID scenario in FL, we allocate samples to local clients according to the Dirichlet distribution (Yurochkin et al., 2019; Lan et al., 2022). Specifically, we sample $p_c \sim \text{Dir}_K(\alpha)$ and assign a $p_{c,k}$ proportion of the samples in class $c$ to client $k$. Dir($\cdot$) denotes the Dirichlet distribution. The value of $\alpha$ controls the degree of non-IID-ness. The smaller the $\alpha$, the higher the degree of non-IID-ness. Fig. 2 shows how data samples with different values of $\alpha$ are dispersed among 20 clients on CIFAR-10. We set $\alpha = 0.1$ in our main experiments, and present the results of $\alpha \in \{0.1, 1, 10\}$ in the ablation study in Section 5.3.3.

5.1.3 Long-tailed data

In real-world situations, there is no guarantee that the classes of global data will follow a uniform distribution. Therefore, we follow existing studies (Cao et al., 2019; Cui et al., 2019; Shang et al., 2022a) to build the long-tailed versions of training sets for the above three datasets: MNIST-LT, CIFAR-10-LT, and CIFAR-100-LT. Specifically, we define the term imbalance factor (IF) as $IF = \frac{\max c \{ n_c \}}{\min c \{ n_c \}}$, which denotes the ratio between the sample sizes of the head class and the tail class, to measure the degree of long-tailed distribution. The larger the value of IF, the higher the degree of long-tailed distribution. The number of training samples for each class $n_c$ follows an exponential function $n_c = n \times IF^c/(C-1)$, where $n$ is the number of training samples for the first class.

Fig. 3 shows the number of training images per class on CIFAR-10-LT with $IF \in \{10, 20, 50, 100, 200\}$. With the increase of IF, the number of head classes changes relatively little, while the number of tail classes sharply declines. In our main experiments, we use $IF \in \{10, 50, 100\}$ to simulate different degrees of long-tailed distribution. To further analyze the data conditions for the joint scenario of non-IID and long-tailed data in FL, we show the visualization images of $IF \in \{10, 50, 100\}$, $\alpha \in \{0.1, 10\}$, and $K = 20$ on CIFAR-10-LT in Fig. 4. It is clear that with the increase of IF and the decrease of $\alpha$, the data distribution becomes more heterogeneous, with fewer samples belonging to the tail class.

5.1.4 Baseline methods

We contrast FedDDC with FL methods to demonstrate the effectiveness of FedDDC on non-IID
data, including FedAvg (McMahan et al., 2017), FedAvgM (Hsu et al., 2019), FedProx (Li T et al., 2020), FedNova (Wang JY et al., 2020), and SCAF-FOLD (Karimireddy et al., 2020). Then, we compare FedDDC with the federated KD algorithm FedDF (Lin T et al., 2020) and FedBE (Chen HY and Chao, 2021) under the same setting. To demonstrate the validity of FedDDC in long-tailed data, we compare it with imbalance-oriented FL methods, including Fed-Focal Loss (Sarkar et al., 2020), Ratio Loss (Wang LX et al., 2021), and FedAvg with $\tau$-norm (Kang et al., 2020). Moreover, we compare the solution to both non-IID and long-tailed distribution in FL, including FEDIC (Shang et al., 2022b).

5.1.5 Training details

All experiments are run using PyTorch on NVIDIA GeForce RTX3060 graphics processing unit (GPU). By default, we run $T = 200$ global communication rounds and use standard cross-entropy loss. We fix the total number of clients at 20 and the percentage of active clients at 40% in each round. We randomly discard 5% of our clients during training to simulate a real scene. For local training, we set the batch size at 128 and use stochastic gradient descent (SGD) with a learning rate of 0.1 as the optimizer. For server training, we set the number of decoupled FL steps $I$ at 100, the number of distillation steps $J$ at 100, and use Adam with a learning rate of 0.002 for the optimizer.

We define the public dataset $D^0$ as $1/50$ of the samples for each class in the training set. According to Zhao BR et al. (2022), the hyperparameters $\alpha$ and $\beta$ of DKD loss are fixed as 1.0 and 2.0, respectively.
The hyperparameter $\lambda$ of our method is fixed at 0.5 in our main experiments. We explore the effect of different hyperparameters $\lambda$ in the ablation study in Section 5.3.2. We use the convolutional neural network (CNN) (McMahan et al., 2017) for MNIST-LT and residual network ResNet-8 (He KM et al., 2016) for CIFAR-10/100-LT.

5.2 Main results

In Table 1, we show the best test accuracy achieved of FedDDC and the baselines for different degrees of IFs. The pivotal conclusion drawn from this table is that our technique consistently outperforms the other methods in all circumstances. As we can see, when IF=100, our method improves the baseline FedAvg accuracy by 2.37% under MNIST-LT, 25.45% under CIFAR-10-LT, and 42.08% under CIFAR-100-LT. Since FedAvgM, FedProx, SCAFFOLD, and FedNova handle only non-IID data without considering the long-tailed distribution, they are less effective than FedDDC. For example, while SCAFFOLD uses variables to correct the client drift in local updates, the aggregated global model affected by long-tailed distribution does not benefit the local model. In some settings, distillation-based FL methods are even less accurate than the baseline FedAvg, which indicates that the extracted knowledge is limited under the joint problem. For FedDF and FedBE, the knowledge of the teacher model is affected by the long-tailed distribution because the teacher model comes from each client with long-tailed data. For the imbalance-oriented FL methods, the Ratio Loss method outperforms the baseline method FedAvg. However, there is still a performance gap compared with FedDDC. The performance of Fed-Focal Loss shows that changing the weights of hard- or easy-to-classify samples in the loss function does not substantially alleviate the problem of missing tail classes. The Ratio Loss method incorporates the principle of class-level re-weighting, deliberately accentuating the learning focus on tail classes. Nevertheless, it ignores the representation learning on the head classes. Compared with FEDIC, which also solves the joint problem, FedDDC further decouples the model and knowledge, improving the performance. Moreover, we use only small public datasets and do not use unlabeled datasets to aid training.

5.3 Ablation study

To further validate the performance of FedDDC, we evaluate the effect of different components, hyperparameters, and non-IID degrees. Experiments are conducted on CIFAR-10-LT in this subsection.

5.3.1 Effect of each component

To further validate the effectiveness of FedDDC, we evaluate the effect of each component, as shown in Tables 2–4. We evaluate three components in the

<table>
<thead>
<tr>
<th>Manner</th>
<th>Method</th>
<th>FL methods for non-IID</th>
<th>Fl methods for non-IID</th>
<th>Imbalance-oriented FL methods</th>
<th>FL methods for non-IID and long-tailed distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manner</td>
<td>Method</td>
<td>MNIST-LT</td>
<td>CIFAR-10-LT</td>
<td>CIFAR-100-LT</td>
<td></td>
</tr>
<tr>
<td>---------------------------------------------</td>
<td>-----------------</td>
<td>------------------------</td>
<td>------------------------</td>
<td>-------------------------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>FL methods for non-IID</td>
<td>FedAvg</td>
<td>93.15</td>
<td>95.51</td>
<td>98.03</td>
<td>51.56</td>
</tr>
<tr>
<td></td>
<td>FedAvgM</td>
<td>93.42</td>
<td>95.83</td>
<td>97.94</td>
<td>53.27</td>
</tr>
<tr>
<td></td>
<td>FedProx</td>
<td>93.47</td>
<td>95.24</td>
<td>98.00</td>
<td>51.99</td>
</tr>
<tr>
<td></td>
<td>SCAFFOLD</td>
<td>93.18</td>
<td>95.59</td>
<td>98.31</td>
<td>51.97</td>
</tr>
<tr>
<td></td>
<td>FedNova</td>
<td>93.51</td>
<td>95.79</td>
<td>97.91</td>
<td>53.93</td>
</tr>
<tr>
<td>Distillation-based</td>
<td>FedDF</td>
<td>92.25</td>
<td>94.42</td>
<td>96.88</td>
<td>51.31</td>
</tr>
<tr>
<td></td>
<td>FedBE</td>
<td>91.14</td>
<td>93.44</td>
<td>96.23</td>
<td>48.58</td>
</tr>
<tr>
<td>Imbalance-oriented</td>
<td>Fed-Focal Loss</td>
<td>93.81</td>
<td>96.32</td>
<td>97.90</td>
<td>51.28</td>
</tr>
<tr>
<td></td>
<td>Ratio Loss</td>
<td>93.69</td>
<td>96.07</td>
<td>98.07</td>
<td>53.24</td>
</tr>
<tr>
<td></td>
<td>FedAvg+\tau-norm</td>
<td>90.43</td>
<td>93.33</td>
<td>96.38</td>
<td>45.28</td>
</tr>
<tr>
<td>FL methods for non-IID and long-tailed</td>
<td>FEDIC</td>
<td>94.58</td>
<td>96.84</td>
<td>98.22</td>
<td>63.05</td>
</tr>
<tr>
<td></td>
<td>FedDDC</td>
<td>95.36</td>
<td>97.10</td>
<td>98.41</td>
<td>64.68</td>
</tr>
</tbody>
</table>

Values in bold are the best results.
study: decoupled FL (DFL), ensemble calibration (EC), and logits-based ensemble distillation (LED). Note that when EC is not used, we sum the two output logits of the DFL. In the upper part (a–d) of Table 2, we analyze just the accuracy of the model without LED. As evidenced by Table 2, it becomes apparent that the remaining constituents, denoted as (b–g), exhibit enhanced accuracy relative to the benchmark algorithm designated as (a). When IF = 100, the calibrated ensemble model (d) outperforms baseline algorithm (a) by 24.56% in terms of the accuracy. Furthermore, there is only a 0.60% difference in the accuracy between the ensemble model (d) and the distillation model (g) when IF = 100, which indicates that the knowledge of the ensemble model is successfully transferred. In DFL, we evaluate TLCR and cRB, separately. According to Tables 2 and 3, we observe that both TLCR (h) and cRB (i) are more effective than the baseline algorithm (a). Moreover, to demonstrate the effectiveness of LED, the traditional KD (Traditional-KD) method is used for comparison. In Table 4, we see intuitively that LED definitely performs better than Traditional-KD.

### Table 2 Ablation study on the components in FedDDC on CIFAR-10-LT

<table>
<thead>
<tr>
<th>Method</th>
<th>Component</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DFL</td>
<td>EC</td>
</tr>
<tr>
<td>(a)</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>(b)</td>
<td>✓</td>
<td>−</td>
</tr>
<tr>
<td>(c)</td>
<td>−</td>
<td>✓</td>
</tr>
<tr>
<td>(d)</td>
<td>✓✓</td>
<td>−</td>
</tr>
<tr>
<td>(e)</td>
<td>✓</td>
<td>−</td>
</tr>
<tr>
<td>(f)</td>
<td>−</td>
<td>✓</td>
</tr>
<tr>
<td>(g)</td>
<td>✓✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Values in bold are the best results

### Table 3 Ablation study on the components in DFL on CIFAR-10-LT

<table>
<thead>
<tr>
<th>Method</th>
<th>Component</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TLCR</td>
<td>cRB</td>
</tr>
<tr>
<td>(h)</td>
<td>✓</td>
<td>−</td>
</tr>
<tr>
<td>(i)</td>
<td>−</td>
<td>✓</td>
</tr>
</tbody>
</table>

### Table 4 Ablation study on the knowledge distillation in FedDDC on CIFAR-10-LT

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IF=10</td>
</tr>
<tr>
<td>Traditional-KD</td>
<td>66.87</td>
</tr>
<tr>
<td>LED</td>
<td>67.78</td>
</tr>
</tbody>
</table>

Values in bold are the best results

### 5.3.2 Comparison of different hyperparameters

We conduct experiments to investigate the effect of various λ’s on distillation; λ regulates the proportion of distillation loss to cross-entropy loss in Eq. (23). In Fig. 5, we can see that λ works best when it is around 0.5.

### 5.3.3 Influence of the degree of non-IID-ness

In our main experiments, to focus on exploring the consequences of various imbalance degrees, we fix the non-IID degree α = 0.1. Here, we conduct extra experiments on CIFAR-10-LT with α values of 1 and 10, while fixing IF = 100. Except for the value of α, all other conditions are identical to those in the main experiments. It can be observed from Table 5 that our technique can perform at its peak under different degrees of non-IID-ness.

### 6 Conclusions

In this paper, we propose a dual-decoupling FL framework, FedDDC, for tackling the problem of non-IID and long-tailed distribution. FedDDC
concentrates on decoupling the global model and knowledge while decreasing the negative effects of non-IID and long-tailed data through the class-wise logit adjustment and a calibration function. In decoupled FL, we particularly propose an innovative confidence re-weighting approach and a classifier re-balancing method to calibrate the biased feature extractor and the biased classifier, respectively. To extract unbiased knowledge from the calibrated ensemble model, the logits-based ensemble distillation method is adopted to transfer knowledge. Extensive experiments prove the superior performance of our approach to cutting-edge FL methods in the setting of non-IID and long-tailed distribution. Moreover, numerous studies verify the effectiveness of each component included in our approach.
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